
CCO
Commun. Comb. Optim.

c© 2025 Azarbaijan Shahid Madani University

Communications in Combinatorics and Optimization

Vol. 10, No. 1 (2025), pp. 20-56

https://doi.org/10.22049/cco.2023.28681.1669

Research Article

On the sombor index of Sierpiński and Mycielskian graphs
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Abstract: In 2020, mathematical chemist, Ivan Gutman, introduced a new vertex-

degree-based topological index called the Sombor Index, denoted by SO (G), where G

is a simple, connected, finite, graph. This paper aims to present some novel formulas,
along with some upper and lower bounds on the Sombor Index of generalized Sierpiński

graphs; originally defined by Klavžar and Milutinović by replacing the complete graph
appearing in S (n, k) with any graph and exactly replicating the same graph, yielding

self-similar graphs of fractal nature; and on the Sombor Index of the m-Mycielskian or

the generalized Mycielski graph; formed from an interesting construction given by Jan
Mycielski (1955); of some simple graphs such as Kn, C2

n, Cn, and Pn. We also provide

Python codes to verify the results for the SO (S (n,Km)) and SO (µm (Kn)).

Keywords: topological index, Sombor index, bounds, Sierpiński graphs, Mycielskian

graphs.
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1. Introduction

In the Quantitative Structure-Activity Relationship (QSAR) or Quantitative

Structure-Property Relationship (QSPR) study, the structure of a molecule is related

to a biological activity or a property using a statistical tool. Such relationships can

be codified as [13]:

QSAR or QSPR = f (molecular structure) = f (molecular descriptor(s))) .

∗ The author carried out the research work for this paper while pursuing a Student Exchange Pro-

gramme at the University of Twente, The Netherlands.
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The topological representation of a chemical (molecule or compound), that is a con-

nected graph where vertices and edges are interpreted as atoms and covalent bonds

between these atoms respectively, is called a molecular graph [6]. A molecular descrip-

tor is the result of a logical, mathematical, and well-specified algorithm, applied to

the corresponding molecular graph, which captures and converts the chemical infor-

mation encoded within the molecular structure into a useful number; or it is the result

of some standardized experiment. A graph invariant is a mathematical quantity; like

a characteristic polynomial, a sequence of numbers, or a single numerical index (also

called the topological index ); derived from a molecular graph by the application of

algebraic operators to graph-theoretical matrices, such that it is independent of ver-

tex labeling and hence represent graph-theoretical properties that are preserved by

isomorphism.

Topological indices include information on the molecular constitution (atom-

connectivity), the natures of atoms, and the bond multiplicity; and are mainly applied

to model physicochemical properties (like normal boiling point, molecular refractivity,

molecular volume, the heat of formation, octane number, entropy, etc.) and biological

activities. They play a key role in checking the stability of the structures of newly

obtained products under chemical reactions [28]. They are either distance-based [15],

degree-based, or eigenvalue-based. Among these types, vertex-degree-based topo-

logical indices play a vital role in chemical graph theory, particularly in theoretical

chemistry.

Let G = (V,E) be a connected, finite, simple graph with V (G) = {v1, v2, . . . , vn} as

the vertex set and E (G), a collection of unordered pairs {u, v} of distinct elements

u, v ∈ V (G), as the edge set of G. |V (G)| = n is the order and |E(G)| = m is the

size of G. We denote {vi, vj} ∈ E (G) as eij = vivj ∈ E(G) and say that vi and vj
are adjacent and that eij and vi (or vj) are incident. The degree of a vertex v in G,

denoted by dG (v), is the number of vertices adjacent with v in G. The maximum

vertex degree in G is defined as ∆ (G) = max{dG (v) : v ∈ V (G)} and the minimum

vertex degree in G is defined as δ (G) = min{dG (v) : v ∈ V (G)}. Let NG (v) denote

the set of vertices adjacent to v in G. The general formula for a vertex-degree-based

topological index is [18]:

TI = TI (G) =
∑

{vi,vj}∈E(G)

F (dG (vi) , dG (vj))

where F (x, y) is some function with the property F (x, y) = F (y, x). Gutman listed

26 such vertex-degree-based topological indices in his paper [18] including the different

types of Zagreb indices [1], Randić indices, sum-connectivity indices [10], atom-bond

connectivity (ABC) index, etc. In the same paper [18], he introduced a new vertex-

degree-based topological index of (molecular) graphs and called it the Sombor Index.

1.1. The Sombor Index

This index was motivated by the geometric interpretation of the degree radius of an
edge eij = {vi, vj} ∈ E (G), which is the distance from the origin to the degree-
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coordinate (dG (vi) , dG (vj)), where dG (vi) ≤ dG (vj). It is defined as [9, 18]:

SO = SO (G) =
∑

{vi,vj}∈E(G)

√
dG (vi)

2 + dG (vj)
2. (1)

In [24], for a real number α, the graph invariant SOV,α is defined as follows:

SOV,α (G) =
∑

vi∈V (G)

√
(dG (vi) + 1)2 + α2. (2)

Substantial research has been carried out since its establishment in 2020 and more

studies can be found in [7, 19, 27, 29].

2. Sierpiński Graph

Let t be an integer and G be a graph on a vertex set V (G) = {v1, v2, . . . , vn}. The

generalized Sierpiński graph of G, denoted by S (t, G), is the graph with the vertex set

V (G)
t
, the set of all words x1x2 . . . xr . . . xt of length t where xr ∈ V (G), 1 ≤ r ≤ t

and the edge set E (S (t, G)) defined as: given x = x1x2 · · ·xt, y = y1y2 . . . yt ∈ V (G)
t
,

{x, y} ∈ E (S (t, G)) if and only if there exists i ∈ {1, 2, . . . , t} [16]:

i. xj = yj , if j < i;

ii. xi 6= yi and {xi, yi} ∈ E (G);

iii. xj = yi and yj = xi if j > i.

If {x, y} is an edge of S (t, G), there is an edge {xi, yi} of G and a word w =

x1x2 . . . xi−1 such that x = wxiyi . . . yi and y = wyixi . . . xi. The degrees of

x = wxiyi . . . yi and y = wyixi . . . xi in S (t, G) given {xi, yi} is an edge of G are

dG (yi) + 1 and dG (xi) + 1, respectively. We then say that edge {x, y} of S (t, G) is

using edge {xi, yi} of G [31].

Given graph G = (V,E), the copies of a specific edge {x, y} ∈ E in S (t, G) are

edges {wxyr, wyxr}, where r ∈ {0, 1, · · · , t− 1} and w ∈ V t−1−r. Let the number of

copies of {x, y} ∈ E in S (t, G), where vertex wyxr has degree dG(x) + l and where

vertex wxyr has degree dG(y)+l′ be denoted by fS(t,G) (dG (x) + l, dG (y) + l′), where

l, l′ ∈ {0, 1}. We note that for any graph G of order n and any integer t ≥ 2, S (t, G)

has n extreme vertices of the form xx · · ·x ∈ V (G)
t ∀x ∈ V (G) and, if x ∈ V (G) has

degree dG (x), then the extreme vertex xx . . . x ∈ V (S (t, G)) also has degree dG (x)

[23, 31].

We construct S (t, G) recursively from G as follows: S (1, G) is isomorphic to G itself.

To construct S (t, G), t ≥ 2, we copy S (t− 1, G) n times and add the letter xi
at the beginning of each label of the vertices belonging to the copy of S (t− 1, G)
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corresponding to xi. Then for every edge {x, y} of G, add an edge between vertex

xyy . . . y and vertex yxx . . . x. The degrees of these two vertices xyy . . . y and yxx . . . x,

which connect two copies of S (t− 1, G), are equal to dG (y) + 1 and dG (x) + 1,

respectively [16].

2.1. Bounds on the Sombor Index of generalized Sierpiński graphs

The set of neighbours that x ∈ V has in G is given by N (x) = {z ∈ V : {x, z} ∈ E}.
Given two vertices x, y ∈ V , the number of triangles of G containing x and y is denoted

by τ (x, y). For any pair of adjacent vertices x, y we have |N (x) ∩ N (y) = τ (x, y)|,
|N (x) ∪ N (y) = dG (x) + dG (y) − τ (x, y)|, and |N (x) − N (y) = dG (x) − τ (x, y)|.
Given a graph of order n, from now on we will use the function ψn (t) = 1 +n+n2 +

· · ·+ nt−1 = nt−1
n−1 [22, 23].

Proposition 1 ([14]). For any integer t ≥ 2 and any edge {x, y} of a graph G of order
n,

i. fS(t,G) (dG (x) , dG (y)) = nt−2 (n− dG (x)− dG (y) + τ (x, y)).

ii. fS(t,G) (dG (x) , dG (y) + 1) = nt−2 (dG (y)− τ (x, y))− ψn (t− 2) dG (x).

iii. fS(t,G) (dG (x) + 1, dG (y)) = nt−2 (dG (x)− τ (x, y))− ψn (t− 2) dG (y).

iv. fS(t,G) (dG (x) + 1, dG (y) + 1) = nt−2 (τ (x, y) + 1) + ψn (t− 2) (dG (x) + dG (y) + 1).

From this result, we can deduce that the number of copies of the edge {x, y} ∈
E in S (t, G) is

∑
l,l′∈{0,1} fS(t,G) (dG (x) + l, dG (y) + l′) = ψn (t). In the following

theorem, an upper bound for the Sombor index for generalized Sierpiński graphs, in

terms of the Sombor index of the respective graph G, is presented.

Theorem 1. For any graph G of order n ≥ 3, δ (G) ≥ 2 and any integer t ≥ 2,

SO (S (t, G)) > ψn (t)SO (G) . (3)

Proof. The Sombor Index of S (t, G) can be expressed as

SO (S (t, G)) =
∑
x∼y

1∑
i=0

1∑
j=0

fS(t,G) (dG (x) + i, dG (y) + j)

√
(dG (x) + i)2 + (dG (y) + j)2

=
∑
x∼y
{fS(t,G) (dG (x) , dG (y))

√
dG (x)2 + dG (y)2

+ fS(t,G) (dG (x) + 1, dG (y))

√
(dG (x) + 1)2 + dG (y)2

+ fS(t,G) (dG (x) , dG (y) + 1)

√
dG (x)2 + (dG (y) + 1)2

+ fS(t,G) (dG (x) + 1, dG (y) + 1)

√
(dG (x) + 1)2 + (dG (y) + 1)2}
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and by using Proposition 1,

SO (S (t, G)) =
∑
x∼y
{nt−2 (n− dG (x)− dG (y) + τ (x, y))

√
dG (x)2 + dG (y)2

+
(
nt−2 (dG (x)− τ (x, y))− ψn (t− 2) dG (y)

)√
(dG (x) + 1)2 + dG (y)2

+
(
nt−2 (dG (y)− τ (x, y))− ψn (t− 2) dG (x)

)√
dG (x)2 + (dG (y) + 1)2

+
(
nt−2 (τ (x, y) + 1) + ψn (t− 2) (dG (x) + dG (y) + 1)

)√
(dG (x) + 1)2 + (dG (y) + 1)2}.

We have for δ (G) ≥ 2,

√
dG (x)2 + dG (y)2 <

√
(dG (x) + 1)2 + (dG (y) + 1)2,√

dG (x)2 + dG (y)2 <

√
(dG (x) + 1)2 + dG (y)2,√

dG (x)2 + dG (y)2 <

√
dG (x)2 + (dG (y) + 1)2.

So, we deduce,

SO (S (t, G)) >
∑
x∼y
{nt−2 (n− dG (x)− dG (y) + τ (x, y))

√
dG (x)2 + dG (y)2

+
(
nt−2 (dG (y)− τ (x, y))− ψn (t− 2) dG (x)

)√
dG (x)2 + dG (y)2

+
(
nt−2 (dG (x)− τ (x, y))− ψn (t− 2) dG (y)

)√
dG (x))2 + dG (y)2

+
(
nt−2 (τ (x, y) + 1) + ψn (t− 2) (dG (x) + dG (y) + 1)

)√
dG (x)2 + dG (y)2}

=
∑
x∼y
{nt−2 (n− dG (x)− dG (y) + τ (x, y)) + nt−2 (dG (y)− τ (x, y))

− ψn (t− 2) dG (x) + nt−2 (dG (x)− τ (x, y))− ψn (t− 2) dG (y)

+ nt−2 (τ (x, y) + 1) + ψn (t− 2) (dG (x) + dG (y) + 1)}
√
dG (x)2 + dG (y)2

=
∑
x∼y
{nt−1 + nt−2 + ψn (t− 2)}

√
dG (x)2 + dG (y)2

=
∑
x∼y

ψn (t)

√
dG (x)2 + dG (y)2.

Thus, we get the required result,

SO (S (t, G)) > ψn (t)SO (G) .

Remark 1. The proof of Theorem 1 shows that the given lower bound is strict and
holds for t ≥ 2 in accordance with Proposition 1. It is obvious to see that when t = 1,
SO (S (t, G)) = SO (G) = ψn (t)SO (G).
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Table 1. Edge partition of S(n,Km) Sierpiński network based on degrees of end vertices of each edge.

n |E (S (n,Km))| fS(n,Km) (m− 1,m) fS(n,Km) (m,m)

1 m(m−1)
2

0 m(m−1)
2

2 m(m2−1)
2

m (m− 1) m(m2−2m+1)
2

3 m(m3−1)
2

m (m− 1) m(m3−2m+1)
2

...
...

...
...

n m(mn−1)
2

m (m− 1) m(mn−2m+1)
2

fS(n,Km) (x, y) denotes the number of edges in S (n,Km) that have x and y as the degrees of their end
vertices.

2.2. Sombor Index of the generalised Sierpiński of the complete graph,
Km

Theorem 2. The Sombor Index of S (n,Km) is given by

SO (S (n,Km)) = m (m− 1)

√
(m− 1)2 +m2 +

m2 (mn − 2m+ 1)√
2

(4)

Proof. It is clear that the total number of edges in S (1,Km) ∼= Km is

|E (S (1,Km))| =
m (m− 1)

2

In S (2,Km), S (1,Km) is copied m times and another set of |E (Km)| edges are
added. So, the total number of edges in S (2,Km) is

|E (S (2,Km))| = m|E (S (1,Km))|+ |E (Km)|)

= m

(
m (m− 1)

2

)
+
m (m− 1)

2

=
(m+ 1)m (m− 1)

2

=
m
(
m2 − 1

)
2

Similarly, in S (3,Km), S (2,Km) is copied m times and another set of |E (Km)|
edges are added. So, the total number of edges in S (3,Km) is

|E (S (3,Km))| = m|E (S (2,Km))|+ |E (Km)|)

= m

(
m

(
m (m− 1)

2

)
+
m (m− 1)

2

)
+
m (m− 1)

2

= m2

(
m (m− 1)

2

)
+m

(
m (m− 1)

2

)
+
m (m− 1)

2

=

(
m2 +m+ 1

)
m (m− 1)

2

=
m
(
m3 − 1

)
2
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Thus, as explained in the beginning of section 2, S (n,Km) is constructed by copying
S (n− 1,Km) m times and adding another set of |E (Km)| edges. Hence, the total
number of edges in S (n,Km) is

|E (S (n,Km))| = m|E (S (n− 1,Km))|+ |E (Km)|)

=
(
mn−1 +mn−2 + · · ·+m+ 1

) m (m− 1)

2

=
m (mn − 1)

2
. (5)

Recall that fS(n,Km) (x, y) denotes the number of edges in S (n,Km) that have x
and y as the degrees of their end vertices. Now, in S (1,Km), dS(1,Km) (v) = m − 1
∀v ∈ V (S (1,Km)). Then,

fS(1,Km) (m− 1,m− 1) =
m (m− 1)

2
.

So by using equation (1),

SO (S (1,Km)) = fS(1,Km) (m− 1,m− 1)

√
(m− 1)2 + (m− 1)2

=
m (m− 1)

2

√
(m− 1)2 + (m− 1)2

=
m (m− 1)2

√
2

.

Similarly, in S (2,Km), dS(2,Km) (v) ∈ {m− 1,m} ∀v ∈ V (S (2,Km)). So we have,

fS(2,Km) (m− 1,m) = m (m− 1)

and

fS(2,Km) (m,m) = |E (S (2,Km))| − fS(2,Km) (m− 1,m)

=
m
(
m2 − 1

)
2

−m (m− 1)

=
m2+1 − 2m2 +m

2

=
m
(
m2 − 2m+ 1

)
2

.

Therefore, by equation (1),

SO (S (2,Km)) = fS(2,Km) (m− 1,m)

√
(m− 1)2 +m2 + fS(2,Km) (m,m)

√
m2 +m2

= m (m− 1)

√
(m− 1)2 +m2 +

m
(
m2 − 2m+ 1

)
2

√
m2 +m2

= m (m− 1)

√
(m− 1)2 +m2 +

m
(
m2 − 2m+ 1

)
2

(
m
√

2
)
.
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Again, in S (3,Km), dS(3,Km) (v) ∈ {m− 1,m} ∀v ∈ V (S (3,Km)). We have,

fS(3,Km) (m− 1,m) = m (m− 1)

and

fS(3,Km) (m,m) = |E (S (3,Km))| − fS(3,Km) (m− 1,m)

=
m
(
m3 − 1

)
2

−m (m− 1)

=
m3+1 − 2m2 +m

2

=
m
(
m3 − 2m+ 1

)
2

.

Therefore by equation (1),

SO (S (3,Km)) = fS(3,Km) (m− 1,m)

√
(m− 1)2 +m2 + fS(3,Km) (m,m)

√
m2 +m2

= m (m− 1)

√
(m− 1)2 +m2 +

m
(
m3 − 2m+ 1

)
2

√
m2 +m2

= m (m− 1)

√
(m− 1)2 +m2 +

m
(
m3 − 2m+ 1

)
2

(
m
√

2
)
.

Thus proceeding as above, we observe that in S (n,Km), dS(n,Km) (v) ∈ {m − 1,m}
∀v ∈ V (S (n,Km)) and ∀n ≥ 2,

fS(n,Km) (m− 1,m) = m (m− 1) (6)

and

fS(n,Km) (m,m) = |E (S (n,Km))| − fS(n,Km) (m− 1,m)

=
m (mn − 1)

2
−m (m− 1) (using equations 5 and 6)

=
mn+1 − 2m2 +m

2

=
m (mn − 2m+ 1)

2
.

(A partition of edges in S (n,Km) based on the degrees of their end vertices is outlined
in Table 1). Thus, using equation (1), we derive

SO (S (n,Km)) = fS(n,Km) (m− 1,m)

√
(m− 1)2 +m2 + fS(n,Km) (m,m)

√
m2 +m2

= m (m− 1)

√
(m− 1)2 +m2 +

m (mn − 2m+ 1)

2

√
m2 +m2.

Therefore,

SO (S (n,Km)) = m (m− 1)

√
(m− 1)2 +m2 +

m2 (mn − 2m+ 1)
√

2
.

The Python code to verify the above-derived result is given in section 5.
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Remark 2. Generalization of Sierpiński-like graphs

Motivated by the self-similar structures of the Sierpińki graphs, the subdivided-line graph
operation and the n-iterated subdivided-line graph of a graph G is introduced in [20] cited
in [32]. Let G = (V,E) be a graph that may have self-loops but not multiple edges. If
v ∈ V (G) has a self-loop, then we count it one in dG (v) instead of two. The line graph
L (G) of G is the graph whose vertex set is E (G) and in which two distinct vertices {u, v}
and {x, y} are adjacent if and only if they are adjacent in G, i.e., {u, v} ∩ {x, y} 6= φ.
Besides a vertex {w,w} corresponding to a self-loop in G also has a self-loop in L (G). Let
e = {x, y} ∈ E (G). Then, let Ge be the graph with V (Ge) = V (G)∪{ve}, where ve /∈ V (G),
and E (Ge) = (E (G)− {{x, y}}) ∪ {{x, ve}, {ve, y}}. We say that Ge is obtained from G
by elementary subdividing the edge e. The barycentric subdivision B (G) of G is the graph
obtained from G by elementary subdividing every edge of G except for self-loops.
The subdivided-line graph Γ (G) of G is defined to be the line graph of the barycentric subdi-
vision of G i.e., Γ (G) = L (B (G)). We call Γ the subdivided-line graph operation.
The n-iterated subdivided-line graph Γn (G) of G is the graph obtained from G by iteratively
applying the subdivided-line graph operation n times.

Another regularized variation called the extended Sierpińki graph S++ (n,Km) in the class of
Sierpińki-like graphs is introduced by Klavžar and Mohar in [21] and is obtained from m+ 1
copies of S (n− 1,Km) by connecting the extreme vertices in a fashion of the complete
graph with m+ 1 vertices. Let S◦ (n,Km) be the graph obtained from the Sierpińki graph
S (n,Km) by adding a self-loop to each extreme vertex. Then, we have the following lemma,
where Km

1 is the graph with one vertex and m self-loops, and K◦m is the complete graph
with m vertices and a self-loop at each vertex.

Lemma 1. Let n ≥ 1.

i. Γn (Km
1 ) = Γn−1 (K◦m) ∼= S◦ (n,Km)

ii. Γn−1 (Km+1) ∼= S++ (n,Km)

In Figure 1, Γi
(
K3

1

)
= Γi−1 (K◦3 ) ∼= S◦ (i,K3) for i ≤ 3 and Γi−1 (K4) ∼= S++ (i,K3)

for i ≤ 2.

Theorem 3. Let G = (V,E) be a graph that may have self-loops but not multiple edges.

The first Zagreb Index and the Forgotten Index are defined as M1 (G) =
∑
v∈V (G) dG (v)2

and M3
1 (G) =

∑
v∈V (G) dG (v)3, respectively. Then we have

SO (Γ (G)) = SO (G) +
1
√

2

(
M3

1 (G)−M1 (G)
)
.

Proof. For each non-loop edge {u, v} of G, there exist two corresponding vertices

uv, vu in Γ (G). For a self-loop {w,w} of G, the only corresponding vertex in Γ (G)

is ww. For each v ∈ V (G), we denote KdG(v) as the complete graph induced by

a set {{vw, vw′} : w,w′ ∈ NG (v) , w 6= w′} of generated edges. The subgraph of

Γ (G) induced by the set of generated edges is the disjoint union of complete graphs,

i.e.,
⋃
v∈V (G)KdG(v). Original edges of the form {vw,wv}, where w ∈ NG (v), are

injectively incident to the vertices of KdG(v). Thus, the degree of every vertex of
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Figure 1. Γi
(
K3

1

)
for i ≤ 3 and Γi (K4) for i ≤ 2 [20]

KdG(v) in Γ (G) is equal to dG (v). So, the Sombor Index for Γ (G) can be calculated

as follows:

SO (Γ (G)) = SO

 ⋃
v∈V (G)

KdG(v)

+
∑

{vw,wv}∈Γ(G),w∈NG(v)

√
dΓ(G) (vw)2 + dΓ(G) (wv)2

or,

SO (Γ (G)) =
∑

v∈V (G)

SO
(
KdG(v)

)
+

∑
vw∈E(G)

√
dG (v)2 + dG (w)2

or,

SO (Γ (G)) =
∑

v∈V (G)

dG (v)2 (dG (v)− 1)
√

2
+

∑
vw∈E(G)

√
dG (v)2 + dG (w)2

or,

SO (Γ (G)) =
1
√

2

 ∑
v∈V (G)

dG (v)3 −
∑

v∈V (G)

dG (v)2

+ SO (G)
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that is,

SO (Γ (G)) = SO (G) +
1
√

2

(
M3

1 (G)−M1 (G)
)
.

Theorem 4. For n ≥ 1,

i. SO (S◦ (n,Km)) =
m2(mn+1)√

2
= SO

(
Γn−1 (K◦m)

)
= SO

(
Γn
(
Km

1

))
.

ii. SO
(
S++ (n,Km)

)
=

mn+1(m+1)√
2

= SO
(
Γn−1 (Km+1)

)
.

Proof. i. By the definition of S◦ (n,Km),

|E (S◦ (n,Km))| = |E (S (n,Km))|+m (self-loops at the extreme vertices)

=
m (mn − 1)

2
+m (refer equation 5)

=
mn+1 +m

2

=
m (mn + 1)

2
.

Also, since S◦ (n,Km) is a regularized variation of S (n,Km), (see Figure
1, Γ3

(
K3

1

)
= Γ2 (K◦3 ) ∼= S◦ (3,K3)) dS◦(n,Km) (v) = m ∀v ∈ V (S◦ (n,Km)).

Therefore,

SO (S◦ (n,Km)) = |E (S◦ (n,Km))|
√
m2 +m2 (using 1)

=
m (mn + 1)

2

(
m
√

2
)

=
m2 (mn + 1)

√
2

.

Hence, by Lemmma 1(i) we conclude

SO (S◦ (n,Km)) =
m2 (mn + 1)

√
2

= SO
(
Γn−1 (K◦m)

)
= SO (Γn (Km

1 )) .

ii. As explained earlier, (see Figure 1, Γ2 (K4) ∼= S++ (3,K3)) S++ (n,Km) is
constructed by copying S (n− 1,Km) m + 1 times and adding another set of
|E (Km+1)| edges. Hence, the total number of edges in S++ (n,Km) is

|E
(
S++ (n,Km)

)
| = (m+ 1) |E (S (n− 1,Km))|+ |E (Km+1)|)

= (m+ 1)
m
(
mn−1 − 1

)
2

+
(m+ 1)m

2
(refer equation 5)

=
mn (m+ 1)

2
.
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Again, since S++ (n,Km) is a regularized variation of S (n,Km),
dS++(n,Km) (v) = m ∀v ∈ V (S++ (n,Km)). Therefore,

SO
(
S++ (n,Km)

)
= |E

(
S++ (n,Km)

)
|
√
m2 +m2 (using 1)

=
mn (m+ 1)

2

(
m
√

2
)

=
mn+1 (m+ 1)

√
2

.

Hence, by Lemmma 1(ii) we conclude

SO
(
S++ (n,Km)

)
=
mn+1 (m+ 1)

√
2

= SO
(
Γn−1 (Km+1)

)
.

We note that |E (Γn (G))| ≤ |E (K◦λ)|, where λ = |V (Γn (G))|. Hence by Lemma 1 (i)

in [9], we can deduce the following proposition.

Proposition 2. Let G = (V,E) be a graph that may have self-loops but not multiple
edges. Let λ = |V (Γn (G))| =

∑
v∈V (G) dG (v)n. Then we have

SO (Γn (G)) ≤ SO (K◦λ) =
λ2 (λ+ 1)
√

2
.

3. Mycielskian Graph

In [25], Jan Mycielski introduced an interesting construction that transforms a given

graph into a new larger one, preserving its triangle-free property and clique number

but with a significantly increased chromatic number. For a given graph G with vertex

set V (G) = {v1, v2, · · · , vn} and edge set E (G), the Mycielskian of G, denoted by

µ (G), is the graph with the vertex set V (µ (G)) = V ∪ V ′ ∪ {w}, where V ′ = {ui :

vi ∈ V (G) , 1 ≤ i ≤ n}, i.e., V (µ (G)) = {v1, · · · , vn, u1, · · · , un, w} and the edge

set E (µ (G)) = E (G) ∪ {uivj , vivj : vivj ∈ E (G)} ∪ {uiw : 1 ≤ i ≤ n}. Figure 2

shows the Mycielskian of the C5 graph also known as the Grötzsch graph, the smallest

triangle-free 4-chromatic graph.

We note that µ (G) contains G itself as an induced subgraph. The vertices

v1, v2, . . . , vn in µ (G) are referred to as original vertices and the vertices u1, u2, . . . , un
as shadow vertices. The vertex w is called the root.

The generalized Mycielskian construction was introduced by Stiebitz in [34], which

are natural generalizations of the Mycielskian graphs. Let G be a graph with vertex

set V (G) = {v1, v2, · · · , vn} and edge set E (G). Let m be any positive integer.

For each integer k (0 ≤ k ≤ m), let V k be the kth copy of vertices in V , that is,

V k = {vk1 , vk2 , · · · , vkn}. The generalized Mycielskian or the m-Mycielskian of G (also

known as a a cone over G), denoted as µm (G), is the graph with the vertex set
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Figure 2. µ (C5): Grötzsch graph [5]

V (µm (G)) = V 0∪V 1∪V 2∪· · ·∪V m∪{z} and the edge set E (µm (G)) = {v0
i v

0
j : vivj ∈

E}∪
(⋃m−1

k=0 {vki v
k+1
j : vivj ∈ E}

)
∪
(⋃m−1

k=0 {v
k+1
i vkj : vivj ∈ E}

)
∪{vmj z : ∀vmj ∈ V m}.

For m = 0, µ0 (G) is defined to be the graph obtained from G by adding a universal

vertex z, and for m = 1, we observe that µ1 (G) = µ (G) which is but the Mycielskian

of G and so the subscript is omitted.

We say that the vertex vki is at level k and so the vertices of V k is called as vertices

of level k. We can make the identification v0
i = vi, for 1 ≤ i ≤ n and thus refer to

the vertices at level 0 as original vertices and the vertices at level k ≥ 1 as shadow

vertices and the vertex w as the root. The root is only adjacent to the shadow vertices

at level m. Level m is the top level [4]. Figure 3 illustrates the above concept.

Figure 3. µm (Pn): demonstrating the levels from 0 to m-top level and the root vertex z [26]

3.1. Bounds on the Sombor Index of the Mycielskian graph

Understanding the degrees of the vertices of the m-Mycielskian graphs helps us un-

derstand the structure of the graph construction better.
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Proposition 3 ([2]). Let µm (G) be the m-Mycielskian of a graph G with n vertices.
Then for each v ∈ V (µm (G)) we have

dµm(G) (v) =


n v = z
1 + dG (vi) v = vmi
2dG (vi) v = vki where k = 0, 1, . . . ,m− 1.

(7)

Theorem 5. Given G is a graph over n vertices with m edges,

2SO (G) + SOV,n (G) + 2m
√

4δ2 + (1 + δ)2 ≤ SO (µ (G)) (8)

≤ 2SO (G) + SOV,n (G) + 2m
√

4∆2 + (1 + ∆)2. (9)

Equality (left and right) holds if and only if G is a regular graph, as ∆ = δ.

Proof. We recall that ∆ is the maximum degree of G and δ is the minimum degree

of G. We know, the Mycielskian of G = (V,E), where |V | = n and |E| = m, is the

graph with the vertex set V (µ (G)) = V 0 ∪ V 1 ∪ {z} and the edge set E (µ (G)) =

{v0
i v

0
j : vivj ∈ E} ∪ {v0

i v
1
j : vivj ∈ E} ∪ {v1

i v
0
j : vivj ∈ E} ∪ {v1

j z : ∀vj ∈ V }.
So, from Proposition 3, we have

dµ(G) (v) =


n v = z

1 + dG (vi) v = v1
i

2dG (vi) v = v0
i

The Sombor Index of µ (G) is given by,

SO (µ (G)) =
∑

{vi,vj}∈E(G)

√
dµ(G)

(
v0
i

)2
+ dµ(G)

(
v0
j

)2

+
∑

{v0i v
1
j :vivj∈E(G)}

√
dµ(G)

(
v0
i

)2
+ dµ(G)

(
v1
j

)2

+
∑

{v1i v
0
j :vivj∈E(G)}

√
dµ(G)

(
v1
i

)2
+ dµ(G)

(
v0
j

)2

+
∑

vi∈V (G)

√
dµ(G)

(
v1
i

)2
+ dµ(G) (z)2
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or,

SO (µ (G)) =
∑

{vi,vj}∈E(G)

√
{2dG (vi)}2 + {2dG (vj)}2

+
∑

{v0i v
1
j :vivj∈E(G)}

√
{2dG (vi)}2 + {1 + dG (vj)}2

+
∑

{v0i v
1
j :vivj∈E(G)}

√
{1 + dG (vi)}2 + {2dG (vj)}2

+
∑

vi∈V (G)

√
{1 + dG (vi)}2 + n2

or,

SO (µ (G)) = 2
∑

{vi,vj}∈E(G)

√
dG (vi)

2 + dG (vj)
2

+
∑

{v0i v
1
j :vivj∈E(G)}

√
4dG (vi)

2 + {1 + dG (vj)}2

+
∑

{v1i v
0
j :vivj∈E(G)}

√
{1 + dG (vi)}2 + 4dG (vj)

2

+
∑

vi∈V (G)

√
{1 + dG (vi)}2 + n2

and so using equations (1) and (2), we have

SO (µ (G)) = 2SO (G) + SOV,n (G)

+
∑

{v0i v
1
j :vivj∈E(G)}

√
4dG (vi)

2 + {1 + dG (vj)}2

+
∑

{v1i v
0
j :vivj∈E(G)}

√
{1 + dG (vi)}2 + 4dG (vj)

2. (10)

Clearly,

∑
{v0i v

1
j :vivj∈E(G)}

√
4dG (vi)

2 + {1 + dG (vj)}2 ≥
∑

{v0i v
1
j :vivj∈E(G)}

√
4δ2 + {1 + δ}2

and,

∑
{v1i v

0
j :vivj∈E(G)}

√
{1 + dG (vi)}2 + 4dG (vj)

2 ≥
∑

{v1i v
0
j :vivj∈E(G)}

√
{1 + δ}2 + 4δ2.
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So,

∑
{v0i v

1
j :vivj∈E(G)}

√
4dG (vi)

2 + {1 + dG (vj)}2 +
∑

{v1i v
0
j :vivj∈E(G)}

√
{1 + dG (vi)}2 + 4dG (vj)

2

≥ 2m
√

4δ2 + {1 + δ}2. (11)

Similarly,

∑
{v0i v

1
j :vivj∈E(G)}

√
4dG (vi)

2 + {1 + dG (vj)}2 ≤
∑

{v0i v
1
j :vivj∈E(G)}

√
4∆2 + {1 + ∆}2

and,

∑
{v1i v

0
j :vivj∈E(G)}

√
{1 + dG (vi)}2 + 4dG (vj)

2 ≤
∑

{v1i v
0
j :vivj∈E(G)}

√
{1 + ∆}2 + 4∆2.

So,

∑
{v0i v

1
j :vivj∈E(G)}

√
4dG (vi)

2 + {1 + dG (vj)}2 +
∑

{v1i v
0
j :vivj∈E(G)}

√
{1 + dG (vi)}2 + 4dG (vj)

2

≤ 2m
√

4∆2 + {1 + ∆}2. (12)

Applying equations (11) and (12) in equation (10), we get the result

2SO (G) + SOV,n (G) + 2m
√

4δ2 + (1 + δ)2 ≤ SO (µ (G))

≤ 2SO (G) + SOV,n (G) + 2m
√

4∆2 + (1 + ∆)2.

When ∆ = δ = r,

SO (µ (G)) = 2SO (G) + SOV,n (G) + 2m
√

4r2 + (1 + r)2.

We can derive a similar result as above for the generalized Mycielskian of a graph G

as follows:

Theorem 6. Let t be any positive integer and G be a graph over n vertices with m edges,

2tSO (G) + SOV,n (G) + 2m
√

4δ2 + (1 + δ)2 ≤ SO (µt (G))

≤ 2tSO (G) + SOV,n (G) + 2m
√

4∆2 + (1 + ∆)2. (13)

Equality (left and right) holds if and only if G is a regular graph, as ∆ = δ.
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Proof. Again, we recall that ∆ is the maximum degree of G and δ is the minimum

degree of G. By the definition of generalized Mycielskian of G = (V,E) described at

the beginning of section 3 and by Proposition 3, we have

dµm(G) (v) =


n v = z

1 + dG (vi) v = vti
2dG (vi) v = vki where k = 0, 1, . . . , t− 1.

The Sombor Index of µt (G) is given by,

SO (µt (G)) =
∑

{vi,vj}∈E(G)

√
dµt(G)

(
v0
i

)2
+ dµt(G)

(
v0
j

)2

+

t−2∑
k=0

∑
{vki v

k+1
j :vivj∈E(G)}

√
dµt(G)

(
vki
)2

+ dµt(G)

(
vk+1
j

)2

+

t−2∑
k=0

∑
{vk+1
i vkj :vivj∈E(G)}

√
dµt(G)

(
vk+1
i

)2
+ dµt(G)

(
vkj

)2

+
∑

{vt−1
i vtj :vivj∈E(G)}

√
dµt(G)

(
vt−1
i

)2
+ dµt(G)

(
vtj

)2

+
∑

{vtiv
t−1
j :vivj∈E(G)}

√
dµt(G)

(
vti
)2

+ dµt(G)

(
vt−1
j

)2

+
∑

vi∈V (G)

√
dµ(G)

(
vti
)2

+ dµ(G) (z)2

or,

SO (µt (G)) =
∑

{vi,vj}∈E(G)

√
{2dG (vi)}2 + {2dG (vj)}2

+

t−1∑
k=0

∑
{vki v

k+1
j :vivj∈E(G)}

√
{2dG (vi)}2 + {2dG (vj)}2

+

t−1∑
k=0

∑
{vk+1
i vkj :vivj∈E(G)}

√
{2dG (vi)}2 + {2dG (vj)}2

+
∑

{vt−1
i vtj :vivj∈E(G)}

√
{2dG (vi)}2 + {1 + dG (vj)}2

+
∑

{vtiv
t−1
j :vivj∈E(G)}

√
{1 + dG (vi)}2 + {2dG (vj)}2

+
∑

vi∈V (G)

√
{1 + dG (vi)}2 + n2
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or,

SO (µt (G)) = 2
∑

{vi,vj}∈E(G)

√
dG (vi)

2 + dG (vj)
2

+ (t− 1)
∑

{vi,vj}∈E(G)

√
dG (vi)

2 + dG (vj)
2

+ (t− 1)
∑

{vi,vj}∈E(G)

√
dG (vi)

2 + dG (vj)
2

+
∑

{vt−1
i vtj :vivj∈E(G)}

√
4dG (vi)

2 + {1 + dG (vj)}2

+
∑

{vtiv
t−1
j :vivj∈E(G)}

√
{1 + dG (vi)}2 + 4dG (vj)

2

+
∑

vi∈V (G)

√
{1 + dG (vi)}2 + n2

and so using equations (1) and (2), we have

SO (µt (G)) = 2tSO (G) + SOV,n (G) +
∑

{vt−1
i vtj :vivj∈E(G)}

√
4dG (vi)

2 + {1 + dG (vj)}2

+
∑

{vtiv
t−1
j :vivj∈E(G)}

√
{1 + dG (vi)}2 + 4dG (vj)

2. (14)

Clearly,

∑
{vt−1
i vtj :vivj∈E(G)}

√
4dG (vi)

2 + {1 + dG (vj)}2 ≥
∑

{vt−1
i vtj :vivj∈E(G)}

√
4δ2 + {1 + δ}2

and,

∑
{vtiv

t−1
j :vivj∈E(G)}

√
{1 + dG (vi)}2 + 4dG (vj)

2 ≥
∑

{vtiv
t−1
j :vivj∈E(G)}

√
{1 + δ}2 + 4δ2.

So,

∑
{vt−1
i vtj :vivj∈E(G)}

√
4dG (vi)

2 + {1 + dG (vj)}2 +
∑

{vtiv
t−1
j :vivj∈E(G)}

√
{1 + dG (vi)}2 + 4dG (vj)

2

≥ 2m
√

4δ2 + {1 + δ}2. (15)

Similarly,

∑
{vt−1
i vtj :vivj∈E(G)}

√
4dG (vi)

2 + {1 + dG (vj)}2 ≤
∑

{vt−1
i vtj :vivj∈E(G)}

√
4∆2 + {1 + ∆}2
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and,

∑
{vtiv

t−1
j :vivj∈E(G)}

√
{1 + dG (vi)}2 + 4dG (vj)

2 ≤
∑

{vtiv
t−1
j :vivj∈E(G)}

√
{1 + ∆}2 + 4∆2.

So,

∑
{vt−1
i vtj :vivj∈E(G)}

√
4dG (vi)

2 + {1 + dG (vj)}2 +
∑

{vtiv
t−1
j :vivj∈E(G)}

√
{1 + dG (vi)}2 + 4dG (vj)

2

≤ 2m
√

4∆2 + {1 + ∆}2. (16)

Applying equations (15) and (16) in equation (14), we get the result

2tSO (G) + SOV,n (G) + 2m
√

4δ2 + (1 + δ)2 ≤ SO (µt (G))

≤ 2tSO (G) + SOV,n (G) + 2m
√

4∆2 + (1 + ∆)2.

When ∆ = δ = k,

SO (µt (G)) = 2tSO (G) + SOV,n (G) + 2m
√

4k2 + (1 + k)2.

Now, we determine the upper bound for the Sombor Index of the t-Mycielskian of

k-regular graphs like the generalized Peterson graphs, Hypercube graphs, etc.

Table 2. Edge partition of µt (G) Mycielskian graph based on degrees of end vertices of each edge.

(
dµt(G) (vi) , dµt(G) (vj)

)
where vi, vj ∈ V (µt (G))

Number of edges

(2k, 2k) m+ 2m (t− 1)
(2k, k + 1) 2m

(k + 1, n) n

G is a k-regular graph.

Theorem 7. For any k-regular graph G of order n and any integer t ≥ 1,

SO (µt (G)) ≤ (4t+ 2)SO (G) + 2nk
√

2. (17)
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Proof. Given G is a k-regular graph with order n and size m,

SO (G) = m
√
k2 + k2 = mk

√
2. (18)

By using the edge partition based on the degrees of end vertices of each edge of graph
of µt (G) given in Table 2, we can compute the Sombor index of the t-Mycielskian
graph of k-regular graph G, using equation (1) as follows:

SO (µt (G)) = (m+ (t− 1) (2m))

√
(2k)2 + (2k)2 + (2m)

√
(2k)2 + (k + 1)2

+ n

√
(k + 1)2 + n2. (19)

Now, it is obvious that

√
(2k)2 + (k + 1)2 ≤

√
(2k)2 + (2k)2 (20)√

n2 + (k + 1)2 ≤
√

(2k)2 + (2k)2. (21)

Applying equations (20) and (21) in equation (19), we get

SO (µt (G)) ≤ (m+ (t− 1) (2m))

√
(2k)2 + (2k)2 + (2m)

√
(2k)2 + (2k)2

+ n

√
(2k)2 + (2k)2

= (m+ (t− 1) (2m) + 2m+ n)

√
(2k)2 + (2k)2

= (m (2t+ 1) + n) (2k)
√

2

= 2mk
√

2 (2t+ 1) + 2nk
√

2

= 2SO (G) (2t+ 1) + 2nk
√

2 (using equation (18)).

Therefore, we have the result

SO (µt (G)) ≤ (4t+ 2)SO (G) + 2nk
√

2.

Remark 3. The equality in Theorem 7 is attained for G ∼= P2 (or G ∼= K2). In this case,

k = 1 and n = 2, so m = nk
2

= (2)(1)
2

= 1. So,

SO (µt (G)) = (1 + (t− 1) (2))

√
(2)2 + (2)2 + (2)

√
(2)2 + (1 + 1)2 + n

√
(1 + 1)2 + 22

= 2
√

2 (3 + 2t)

= (4t+ 2)SO (G) + 2nk
√

2.

Note that µt (P2) = C2t+3, since |V (µt (G))| = (t+ 1)n+ 1 = nt+ n+ 1 (Figure 4).
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Figure 4. µ3 (P2) [26]

Table 3. Edge partition of µm (Kn) Mycielskian graph based on degrees of end vertices of each edge, in
each level.

Level in µm (Kn)

(
dµm(Kn) (vi) , dµm(Kn) (vj)

)
vi, vj ∈ V (µm (Kn))

Number of edges

Level 0 (2 (n− 1) , 2 (n− 1)) n(n−1)
2

between levels

p− 1 to p;

1 ≤ p ≤ m− 1

(2 (n− 1) , 2 (n− 1))
(m− 1) 2

[
n(n−1)

2

]
= (m− 1)n (n− 1)

between levels
m− 1 and m

(2 (n− 1) , n)
2
[
n(n−1)

2

]
= n (n− 1)

between level m

and universal
vertex z

(n, n) n

Here, we use Proposition 3 to determine dµm(Kn) (v) for v ∈ V (µm (Kn))

3.2. Sombor Index of the generalized Mycielskian of the complete graph,
Km

Theorem 8. The Sombor Index of µm (Kn) is given by

SO (µm (Kn)) = n (n− 1)2 (2m− 1)
√

2 + n2
√

2 + n (n− 1)

√
4 (n− 1)2 + n2. (22)

Proof. Level 0

In the 0th-level, µm (Kn) contains Kn itself as an isomorphic subgraph, with

dµm(Kn)

(
v0
i

)
= 2dKn (vi) = 2 (n− 1) (Proposition 3), 1 ≤ i ≤ n.

Between levels p− 1 to p; 1 ≤ p ≤ m− 1

For 1 ≤ p ≤ m − 1, between the (p− 1)
th

-level and the pth-level, µm (Kn) contains
n(n−1)

2 {vp−1
i , vpj }-edges and n(n−1)

2 {vpi , v
p−1
j }-edges, where {vi, vj} ∈ E (Kn), with

dµm(Kn)

(
vp−1
i

)
= 2dKn (vi) = 2 (n− 1) = dµm(Kn) (vpi ) (Proposition 3), 1 ≤ i ≤ n.
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Between levels m− 1 and m

Between the (m− 1)
th

-level and the mth-level, µm (Kn) contains n(n−1)
2 {vm−1

i , vmj }-
edges and n(n−1)

2 {vmi , v
m−1
j }-edges, where {vi, vj} ∈ E (Kn), with dµm(Kn)

(
vm−1
i

)
=

2dKn (vi) = 2 (n− 1), dµm(Kn) (vmi ) = 1 +dKn (vi) = 1 + (n− 1) = n (Proposition 3),

1 ≤ i ≤ n.

Between level m and universal vertex z

Between the mth-level and vertex z, µm (Kn) contains n {vmj , z}-edges, where vi ∈
V (Kn), with dµm(Kn) (vmi ) = 1+dKn (vi) = 1+(n− 1) = n (Proposition 3), 1 ≤ i ≤ n
and dµm(Kn) (z) = n.
By using Table 3, equation (22) can be easily computed. Therefore, applying equation
(1), we get

SO (µm (Kn)) =
n (n− 1)

2

√
(2 (n− 1))2 + (2 (n− 1))2

+ (m− 1)n (n− 1)

√
(2 (n− 1))2 + (2 (n− 1))2

+ n (n− 1)

√
(2 (n− 1))2 + n2 + n

√
n2 + n2.

Hence,

SO (µm (Kn)) = n (n− 1)2 (2m− 1)
√

2 + n2
√

2 + n (n− 1)

√
4 (n− 1)2 + n2.

The Python code to verify the above-derived result is given in section 6.

3.3. Sombor Index of the generalized Mycielskian of the circulant graph,
C2
n

Theorem 9. The Sombor Index of µm
(
C2
n

)
is given by

SO
(
µm

(
C2
n

))
= 16n (m− 1)

√
2 + 4n

√
89 + n

√
n2 + 52. (23)

Proof. We note that in C2
n, dC2

n
(v) = 4 ∀ v ∈ V

(
C2
n

)
and, |E

(
C2
n

)
| = 2n.

Level 0

In the 0th-level, µm
(
C2
n

)
contains C2

n itself as an isomorphic subgraph, with

dµm(C2
n)

(
v0
i

)
= 2dC2

n
(vi) = 8 (Proposition 3), 1 ≤ i ≤ n.

Between levels p− 1 to p; 1 ≤ p ≤ m− 1

For 1 ≤ p ≤ m − 1, between the (p− 1)
th

-level and the pth-level, µm
(
C2
n

)
con-

tains 2n {vp−1
i , vpj }-edges and 2n {vpi , v

p−1
j }-edges, where {vi, vj} ∈ E

(
C2
n

)
, with

dµm(C2
n)

(
vp−1
i

)
= 2dC2

n
(vi) = 8 = dµm(C2

n) (vpi ) (Proposition 3), 1 ≤ i ≤ n.
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Table 4. Edge partition of µm
(
C2
n

)
Mycielskian graph based on degrees of end vertices of each edge, in

each level.

Level in µm
(
C2
n

) (dµm(C2
n) (vi) , dµm(C2

n) (vj)
)

where vi, vj ∈ V
(
µm

(
C2
n

)) Number of edges

Level 0 (8, 8) 2n

between levels

p− 1 to p;

1 ≤ p ≤ m− 1

(8, 8)
(m− 1) 2 (2n)
= (m− 1) (4n)

between levels
m− 1 and m

(8, 5) 2 (2n) = 4n

between level m
and universal

vertex z

(5, n) n

Here, we use Proposition 3 to determine dµm(C2
n) (v) for v ∈ V

(
µm

(
C2
n

))

Between levels m− 1 and m

Between the (m− 1)
th

-level and the mth-level, µm
(
C2
n

)
contains 2n {vm−1

i , vmj }-
edges and 2n {vmi , v

m−1
j }-edges, where {vi, vj} ∈ E

(
C2
n

)
, with dµm(C2

n)

(
vm−1
i

)
=

2dC2
n

(vi) = 8dµm(C2
n) (vmi ) = 1 + dC2

n
(vi) = 5 (Proposition 3), 1 ≤ i ≤ n.

Between level m and universal vertex z

Between the mth-level and vertex z, µm
(
C2
n

)
contains n {vmj , z}-edges, where vi ∈

V
(
C2
n

)
, with dµm(C2

n) (vmi ) = 1 + dC2
n

(vi) = 5 (Proposition 3), 1 ≤ i ≤ n and

dµm(C2
n) (z) = n.

By using Table 4, and applying equation (1), we get

SO
(
µm

(
C2
n

))
= 2n

√
82 + 82 + (m− 1) (4n)

√
82 + 82 + (4n)

√
82 + 52 + n

√
n2 + 52

= (2n)
(

8
√

2
)

+ 4n (m− 1)
(

8
√

2
)

+ 4n
√

89 + n
√
n2 + 52.

Hence,

SO
(
µm

(
C2
n

))
= 16n (m− 1)

√
2 + 4n

√
89 + n

√
n2 + 52.

3.4. Sombor Index of the generalized Mycielskian of the cycle graph, Cn

Theorem 10. The Sombor Index of µm (Cn) is given by

SO (µm (Cn)) = 16n (m− 1)
√

2 + 4n
√

89 + n
√
n2 + 52. (24)

Proof. Level 0

In the 0th-level, µm (Cn) contains Cn itself as an isomorphic subgraph, with

dµm(Cn)

(
v0
i

)
= 2dCn (vi) = 4 (Proposition 3), 1 ≤ i ≤ n.
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Table 5. Edge partition of µm (Cn) Mycielskian graph based on degrees of end vertices of each edge, in
each level.

Level in µm (Cn)

(
dµm(Cn) (vi) , dµm(Cn) (vj)

)
where vi, vj ∈ V (µm (Cn))

Number of edges

Level 0 (4, 4) n

between levels

p− 1 to p;
1 ≤ p ≤ m− 1

(4, 4) (m− 1) (2n)

between levels

m− 1 and m
(4, 3) 2n

between level m

and universal
vertex z

(3, n) n

Here, we use Proposition 3 to determine dµm(Cn) (v) for v ∈ V (µm (Cn))

Between levels p− 1 to p; 1 ≤ p ≤ m− 1

For 1 ≤ p ≤ m − 1, between the (p− 1)
th

-level and the pth-level, µm (Cn) con-

tains n {vp−1
i , vpj }-edges and n {vpi , v

p−1
j }-edges, where {vi, vj} ∈ E (Cn), with

dµm(Cn)

(
vp−1
i

)
= 2dCn (vi) = 4 = dµm(Cn) (vpi ) (Proposition 3), 1 ≤ i ≤ n.

Between levels m− 1 and m

Between the (m− 1)
th

-level and the mth-level, µm (Cn) contains n {vm−1
i , vmj }-edges

and n {vmi , v
m−1
j }-edges, where {vi, vj} ∈ E (Cn), with dµm(Cn)

(
vm−1
i

)
= 2dCn (vi) =

4, dµm(Cn) (vmi ) = 1 + dCn (vi) = 3, (Proposition 3).

Between level m and universal vertex z

Between the mth-level and vertex z, µm (Cn) contains n {vmj , z}-edges, where vi ∈
V (Cn), with dµm(Cn) (vmi ) = 1 + dCn (vi) = 3 (Proposition 3), 1 ≤ i ≤ n and

dµm(Cn) (z) = n.
By using Table 5 and equation (1), we can compute

SO (µm (Cn)) = n
√

42 + 42 + (m− 1) (2n)
√

42 + 42 + (2n)
√

42 + 32 + n
√
n2 + 32

= 4n
√

2 + 8n (m− 1)
√

2 + 10n+ n
√
n2 + 32.

Therefore, we get

SO (µm (Cn)) = 4n (2m− 1)
√

2 + 10n+ n
√
n2 + 32.
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Table 6. Edge partition of µm (Pn) Mycielskian graph based on degrees of end vertices of each edge, in
each level.

Level in µm (Pn)

(
dµm(Pn) (vi) , dµm(Pn) (vj)

)
where vi, vj ∈ V (µm (Pn))

Number of edges

Level 0
(2, 4)
(4, 4)

2
(n− 3)

between levels
p− 1 to p;

1 ≤ p ≤ m− 1

(2, 4)

(4, 4)

(m− 1) (4)

(m− 1) (2 (n− 3))

between levels

m− 1 and m

(2, 3)

(2, 4)
(4, 3)

2

2
2 (n− 3)

between level m

and universal

vertex z

(2, n)
(3, n)

2
(n− 2)

Here, we use Proposition 3 to determine dµm(Pn) (v) for v ∈ V (µm (Pn)).

3.5. Sombor Index of the generalized Mycielskian of the path graph, Pn

Theorem 11. The Sombor Index of µm (Pn) is given by

SO (µm (Pn)) = 8m
√

5 + (8m− 4) (n− 3)
√

2 + 2
√

13 + 10 (n− 3)

+ 2
√
n2 + 22 + (n− 2)

√
n2 + 32. (25)

Proof. Level 0

In the 0th-level, µm (Pn) contains Pn itself as an isomorphic subgraph, with

dµm(Pn)

(
v0

1

)
= dµm(Pn)

(
v0
n

)
= 2dCn (v1) = 2dCn (vn) = 2 (Proposition 3), and

dµm(Pn)

(
v0
i

)
= 2dCn (vi) = 2(2) = 4 (Proposition 3), 1 < i < n.

Between levels p− 1 to p; 1 ≤ p ≤ m− 1

For 1 ≤ p ≤ m − 1, between the (p− 1)
th

-level and the pth-level, µm (Pn) con-

tains (n− 3) {vp−1
i , vpj }-edges and (n− 3) {vpi , v

p−1
j }-edges, where {vi, vj} ∈ E (Pn),

with dµm(Pn)

(
vp−1
i

)
= 2dPn (vi) = dµm(Pn) (vpi ) = 4 (Proposition 3), 1 < i < n;

and contains 4 edges, viz., {vp−1
1 , vp2}, {v

p
1 , v

p−1
2 }, {vp−1

n , vpn−1}, {vpn, v
p−1
n−1}, with

dµm(Pn)

(
vp−1

1

)
= dµm(Pn)

(
vp−1
n

)
= dµm(Pn) (vp1) = dµm(Pn) (vpn) = 2.

Between levels m− 1 and m

Between the (m− 1)
th

-level and the mth-level, µm (Pn) contains (n− 3) {vm−1
i , vmj }-

edges and (n− 3) {vmi , v
m−1
j }-edges, where {vi, vj} ∈ E (Pn), with dµm(Pn)

(
vm−1
i

)
=

2dPn (vi) = 4 (Proposition 3), 1 < i < n, and dµm(Pn) (vmi ) = 1 + dPn (vi) = 1 +

2 = 3 (Proposition 3), 1 < i < n; 2 edges, viz., {vm−1
1 , vm2 }, {vm−1

n , vmn−1}, with

dµm(Pn)

(
vm−1

1

)
= dµm(Pn)

(
vm−1
n

)
= 2dPn (v1) = 2dPn (vn) = 2 (Proposition 3);
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and 2 edges, viz., {vm1 , vm−1
2 }, {vmn , vm−1

n−1 }, with dµm(Pn) (vm1 ) = dµm(Pn) (vmn ) = 1 +

dPn (v1) = 1 + dPn (vn) = 1 + 1 = 2 (Proposition 3).

Between level m and universal vertex z

Between the mth-level and vertex z, µm (Pn) contains n {vmj , z}-edges, where vi ∈
V (Cn), with dµm(Pn) (vmi ) = 1 + dPn (vi) = 1 + 2 = 3 (Proposition 3), 1 ≤ i ≤
n; dµm(Pn) (vm1 ) = 1 + dPn (v1) = dµm(Pn) (vmn ) = 1 + dPn (vn) = 1 + 1 = 2 and

dµm(Pn) (z) = n.
By using Table 6 and equation (1), we can compute

SO (µm (Pn)) = 2
√

22 + 42 + (n− 3)
√

42 + 42 + (m− 1) (4)
√

22 + 42

+ (m− 1) (2 (n− 3))
√

42 + 42 + 2
√

22 + 32 + 2
√

22 + 42

+ 2 (n− 3)
√

42 + 32 + 2
√

22 + n2 + (n− 2)
√
n2 + 32

which is,

SO (µm (Pn)) = 4
√

5 + 8 (m− 1)
√

5 + 4
√

5 + (n− 3) (4)
√

2

+ (m− 1) (2n− 6) (4)
√

2 + 2
√

13 + 10 (n− 3)

+ 2
√
n2 + 22 + (n− 2)

√
n2 + 32.

Therefore, we get

SO (µm (Pn)) = 8m
√

5 + (8m− 4) (n− 3)
√

2 + 2
√

13 + 10 (n− 3)

+2
√
n2 + 22 + (n− 2)

√
n2 + 32.

4. Some more results on generalized Sierpiński and Myciel-
skian graphs

In [33], the author has checked if the Sombor Index derived for the simplicial network

models is in line with some of the important results on the Sombor Index. The fol-

lowing remarks show some results that are analogously derived from some important

bounds established on Sombor Index:

Remark 4. Let Ω (n, ω) denote the set of connected graphs of order n with clique number
ω. The long kite graph Kin,ω is a graph of order n obtained from a clique Kω and a path
Pn−ω by adding an edge between a vertex from the clique and an endpoint from the path
(see Figure 5). It is shown in [12], that any graph G ∈ Ω (n, ω) has Sombor index lower
bounded by
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Figure 5. The long kite graph Kin,ω [12]

SO (G) ≥ SO (Kin,ω) ∼
(ω − 1

2

)√
2 (ω − 1) + 2

√
2n+

√
2ω2.

Also, SO (G) ≥ SO (Pn). Now, for any positive integer t, S (t, G) is of order nt and
ω (S (t, G)) = ω (G) [31]; µt (G) is of order (t+ 1)n+ 1 = nt+n+ 1 and ω (µt (G)) = ω (G).
Therefore,

SO (S (t, G)) > SO
(
Kint,ω

)
∼
(ω − 1

2

)√
2 (ω − 1) + 2

√
2nt +

√
2ω2 (26)

and,

SO (µt (G)) > SO (Kint+n+1,ω) ∼
(ω − 1

2

)√
2 (ω − 1) + 2

√
2 (nt+ n+ 1) +

√
2ω2. (27)

Also,
SO (S (t, G)) > SO (Pnt ) (28)

and,
SO (µt (G)) > SO (Pnt+n+1) . (29)

Remark 5. It is shown in [9], that for any triangle-free graph G of order n with m edges,
maximum degree ∆ and minimum degree δ,

SO (G) ≤

 m
√
δ2 + (n− δ)2 if ∆ + δ ≤ n

m
√

∆2 + (n−∆)2 if ∆ + δ ≥ n.

In particular, the Mycielskian construction is used to produce families of larger triangle-
free graphs with increasing chromatic numbers. Now, for a triangle-free graph G of order
n and size m, µt (G) is a triangle-free graph of order nt + n + 1 and size m (2t+ 1) + n.
∆µt(G) = max{2∆,∆ + 1, n} and δµt(G) = min{2δ, δ + 1, n}. Therefore,

SO (µt (G)) ≤ (m (2t+ 1) + n)
√
δ2
µt(G)

+
(
nt+ n+ 1− δµt(G)

)2
if ∆µt(G) + δµt(G) ≤ nt+ n+ 1

(m (2t+ 1) + n)
√

∆2
µt(G)

+
(
nt+ n+ 1−∆µt(G)

)2
if ∆µt(G) + δµt(G) ≥ nt+ n+ 1.

(30)
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Remark 6. It is shown in [9], for a graph G with n vertices, maximum degree ∆ and
minimum degree δ,

nδ2

√
2
≤ SO (G) ≤

n∆2

√
2

with equality (left and right) holding if and only if G is a regular graph. Now, for t ≥ 2 and
E (G) 6= φ, ∆S(t,G) = 1 + ∆ [3] and δS(t,G) = δ,

ntδ2

√
2
< SO (S (t, G)) <

nt (∆ + 1)2

√
2

. (31)

Also ∆µt(G) = max{2∆,∆ + 1, n} and δµt(G) = min{2δ, δ + 1, n}. So,

(nt+ n+ 1) δ2
µt(G)√

2
≤ SO (S (t, G)) ≤

(nt+ n+ 1) ∆2
µt(G)√

2
(32)

with equality (left and right) holding if and only if G is a regular graph.

Remark 7. It is given in [18] that for any connected graph G of order n,

SO (Pn) ≤ SO (G) ≤ SO (Kn)

with equality holding if and only if G ∼= Pn or G ∼= Kn. In [9], Lemma 1 (i) states that for a
graph G we have SO (G) > SO (G− e), where e = vivj is any edge in G. Thus, we note that
by deleting an edge from the graph G, its Sombor Index necessarily decreases. Also, every
simple graph with n vertices is a spanning subgraph of the corresponding complete graph
with n vertices. Here, |E (Pn)| ≤ |E (G)| ≤ |E (Km)| and so |E (S (t, Pn))| ≤ |E (S (t, G))| ≤
|E (S (t,Km))|. Hence, we can deduce

SO (S (t, Pn)) ≤ SO (S (t, G)) ≤ SO (S (t,Kn)) (33)

and,
SO (µt (Pn)) ≤ SO (µt (G)) ≤ SO (µt (Kn)) (34)

with equality holding (in both equation (38) and (39) if and only if G ∼= Pn or G ∼= Kn.

Remark 8. It is shown in [9], that for any triangle-free graph G of order n with m edges,
maximum degree ∆ and minimum degree δ,

SO (G) ≤

 m
√
δ2 + (n− δ)2 if ∆ + δ ≤ n

m
√

∆2 + (n−∆)2 if ∆ + δ ≥ n.

In particular, the Mycielskian construction is used to produce families of larger triangle-
free graphs with increasing chromatic numbers. Now, for a triangle-free graph G of order
n and size m, µt (G) is a triangle-free graph of order nt + n + 1 and size m (2t+ 1) + n.
∆µt(G) = max{2∆,∆ + 1, n} and δµt(G) = min{2δ, δ + 1, n}. Therefore,

SO (µt (G)) ≤ (m (2t+ 1) + n)
√
δ2
µt(G)

+
(
nt+ n+ 1− δµt(G)

)2
if ∆µt(G) + δµt(G) ≤ nt+ n+ 1

(m (2t+ 1) + n)
√

∆2
µt(G)

+
(
nt+ n+ 1−∆µt(G)

)2
if ∆µt(G) + δµt(G) ≥ nt+ n+ 1.

(35)
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Remark 9. It is shown in [9], for a graph G with n vertices, maximum degree ∆ and
minimum degree δ,

nδ2

√
2
≤ SO (G) ≤

n∆2

√
2
.

with equality (left and right) holding if and only if G is a regular graph. Now, for t ≥ 2 and
E (G) 6= φ, ∆S(t,G) = 1 + ∆ [3] and δS(t,G) = δ,

ntδ2

√
2
< SO (S (t, G)) <

nt (∆ + 1)2

√
2

. (36)

Also ∆µt(G) = max{2∆,∆ + 1, n} and δµt(G) = min{2δ, δ + 1, n}. So,

(nt+ n+ 1) δ2
µt(G)√

2
≤ SO (S (t, G)) ≤

(nt+ n+ 1) ∆2
µt(G)√

2
(37)

with equality (left and right) holding if and only if G is a regular graph.

Remark 10. It is given in [18] that for any connected graph G of order n,

SO (Pn) ≤ SO (G) ≤ SO (Kn)

with equality holding if and only if G ∼= Pn or G ∼= Kn. In [9], Lemma 1 (i) states that for a
graph G we have SO (G) > SO (G− e), where e = vivj is any edge in G. Thus, we note that
by deleting an edge from the graph G, its Sombor Index necessarily decreases. Also, every
simple graph with n vertices is a spanning subgraph of the corresponding complete graph
with n vertices. Here, |E (Pn)| ≤ |E (G)| ≤ |E (Km)| and so |E (S (t, Pn))| ≤ |E (S (t, G))| ≤
|E (S (t,Km))|. Hence, we can deduce

SO (S (t, Pn)) ≤ SO (S (t, G)) ≤ SO (S (t,Kn)) (38)

and,
SO (µt (Pn)) ≤ SO (µt (G)) ≤ SO (µt (Kn)) (39)

with equality holding (in both equation (38) and (39) if and only if G ∼= Pn or G ∼= Kn.

5. Annexure 1: Python code to calculate SO (S (n,Km))

1 #Sombor Index of Generalised Sierpinski Graph of Complete Graph , i.e., S(n,K_m)
2 import math
3

4 def search(list ,n) : # to search in a list
5 for i in range(len(list)) :
6 if list[i] == n :
7 return True
8 return False
9

10 def loop(v) : # to generate the vertex set of S(n,K_m)
11 temp = []
12 for j in range(1,m+1,1) :
13 for k in v :
14 temp.append(str(j)+k)
15 return temp
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16

17 def edge_loop1(edge_set) : # to generate the edge set of S(n,K_m)
18 temp = []
19 for j in range(1,m+1,1) :
20 for k in edge_set :
21 temp.append ((str(j)+str(k[0]),str(j)+str(k[1])))
22 return temp
23

24 def edge_loop2(extra_edge ,i) : # to generate the edge set of S(n,K_m)
25 add_edge = []
26 temp = ()
27 if i == 2 :
28 for e in extra_edge :
29 for j in range(int(e[0])+1,m+1,1) :
30 temp = (str(e[0])+str(j),str(j)+str(e[0]))
31 if search(add_edge ,temp) == False :
32 add_edge.append(temp)
33 return add_edge
34 else :
35 for e in extra_edge :
36 temp = (str(e[0])+str(e[0][ -1]),str(e[0][ -1])+str(e[0]))
37 add_edge.append(temp)
38 return add_edge
39

40 def degree_radius(i,j) : # to calculate degree radius of an edge
41 return math.sqrt(pow(i,2) + pow(j,2))
42

43

44

45 def degree(degree_vertex ,vertex) : # to search the degree of a vertex in S(n,K_m)
46 for v in degree_vertex :
47 if v[0] == vertex :
48 #print(v[1])
49 return v[1]
50

51

52 if __name__ =="__main__" :
53 m = int(input("Enter the order of the complete graph: "))
54 n = int(input("Enter the dimension ’n’ of the generalized Sierpinski Graph of

the complete graph: "))
55

56 # vertex set of the complete graph K_m
57 v = []
58 for i in range(1,m+1,1) :
59 v.append(str(i))
60 print("The vertex set of K_",m," is:",v)
61

62 # vertex set of S(n,K_m)
63 vertex = []
64 if n > 1 :
65 for i in range(2,n+1,1) :
66 vertex = loop(v)
67 v = vertex
68 else :
69 vertex = v
70 print("The vertex set of S(",n,",K_",m,") is:",vertex)
71 print("Number of vertices in S(",n,",K_",m,") is:",len(vertex))
72

73 # edge set of the complete graph K_m
74 edge_set = []
75 for i in range(1,m+1,1) :
76 for j in range(i,m+1,1) :
77 if (i != j) :
78 edge = (i,j)
79 edge_set.append(edge)
80 print("The edge set of K_",m," is:",edge_set)
81

82 # to generate the additional edges of S(2,K_m)
83 add_edge = []
84 temp = ()



50 On the sombor index of Sierpiński and Mycielskian graphs

85 for e in edge_set :
86 for j in range(int(e[0])+1,m+1,1) :
87 temp = (str(e[0])+str(j),str(j)+str(e[0]))
88 if search(add_edge ,temp) == False :
89 add_edge.append(temp)
90 #print("The additional edges of S(2,K_",m,"):",add_edge)
91

92 # edge set of S(n,K_m)
93 sp_edge = []
94 spedge1 = []
95 spedge2 = []
96 extra_edge = edge_set
97 if n > 1 :
98 for i in range(2,n+1,1) :
99 spedge1 = edge_loop1(edge_set)

100 print(spedge1)
101 #print(len(spedge1))
102 spedge2 = edge_loop2(extra_edge ,i)
103 extra_edge = spedge2
104 print(spedge2)
105 #print(len(spedge2))
106 sp_edge = spedge1 + spedge2
107 edge_set = sp_edge
108

109 else :
110 sp_edge = edge_set
111 print("The edge set of S(",n,",K_",m,") is:",sp_edge)
112 print("Number of edges in S(",n,",K_",m,") is:",len(sp_edge))
113

114 # to calculate the degree of the end vertices of each edge in S(n,K_m), i.e. (d_{S
(n,K_m)}(v_i),d_{S(n,K_m)}(v_j)) where (v_i ,v_j) is an edge of S(n,K_m)

115 degree_vertex = []
116 for u in vertex :
117 for i in range(1,n,1) :
118 if u[0] == u[i] :
119 flag = 1
120 continue
121 else :
122 flag = 0
123 break
124 if flag == 1 :
125 degree_vertex.append ((u,m-1))
126 else :
127 degree_vertex.append ((u,m))
128 #print(degree_vertex)
129 #print(len(degree_vertex))
130

131 # Calculation of the Sombor Index of S(n,K_m)
132 so = []
133 for an edge in sp_edge :
134 i = degree(degree_vertex ,edge [0])
135 j = degree(degree_vertex ,edge [1])
136 #print(i,j)
137 so.append(degree_radius(i,j))
138 #print(len(so))
139

140 SO = 0
141 for ele in range(0, len(so)) :
142 SO = SO + so[ele]
143

144 print("The Sombor Index for",n,"-Sierpinski of K_",m,"is:",SO)

6. Annexure 2: Python code to calculate SO (µm (Kn))

1 #Sombor Index for m-Mycielski of complete graphs
2 import math
3

4 def reverse(x) : # function to return the reverse of a string x
5 return x[::-1]
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6

7 def search(list ,n) : # to search in a list
8 for i in range(len(list)) :
9 if list[i] == n :

10 return True
11 return False
12

13 def degree_radius(i,j) : # to calculate degree radius of an edge
14 #print(math.sqrt((i**2)+(j**2)))
15 return math.sqrt((i**2)+(j**2))
16

17 def degree(degree_vertex ,vertex) : # to search the degree of a vertex in mu_{K_m
}

18 for v in degree_vertex :
19 if v[0] == vertex :
20 return v[1]
21

22 if __name__ =="__main__" :
23 n = int(input("Enter the number of vertices in the complete graph:"))
24 m = int(input("Enter m(level):"))
25

26 # vertex set of mu_{K_m}
27 vertex = []
28 for i in range(m+1) :
29 for j in range(1,n+1,1) :
30 t = (i,j)
31 vertex.append(t)
32 vertex.append ((m+1,n+1))
33 print("The vertex set of mu_{K_",m,"}:",vertex)
34

35 # degree of each vertex in mu_{K_m}
36 degree_vertex = []
37 for t in vertex :
38 if (t[0] >= 0) and (t[0] <= m-1) :
39 temp = (t,2*(n-1))
40 degree_vertex.append(temp)
41 elif t[0] == m :
42 temp = (t,1+(n-1))
43 degree_vertex.append(temp)
44 else :
45 temp = (t,n)
46 degree_vertex.append(temp)
47 #for t in degree_vertex :
48 #print(t)
49

50 # edge set of K_m
51 edge_set = []
52 for i in range(1,n+1,1) :
53 for j in range(i,n+1,1) :
54 if i != j :
55 edge = (i,j)
56 edge_set.append(edge)
57 #print(edge_set)
58

59 #edge set of mu_{K_m}
60 Mycielski_edge_set = []
61

62 for e in edge_set :
63 edge = ((0,e[0]) ,(0,e[1]))
64 Mycielski_edge_set.append(edge)
65 for p in range(1,m+1,1) :
66 for i in range(1,n+1,1) :
67 for j in range(1,n+1,1) :
68 temp = (i,j)
69 if (search(edge_set ,temp) == True) or (search(edge_set ,reverse(

temp)) == True) :
70 edge = ((p-1,i),(p,j))
71 Mycielski_edge_set.append(edge)
72 for i in range(1,n+1,1) :
73 edge = ((m,i) ,(m+1,n+1))
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74 Mycielski_edge_set.append(edge)
75

76 print("The edge set of mu_{K_",m,"}:")
77 for x in Mycielski_edge_set :
78 print(x)
79 print("Number of edges of mu_{K_",m,"}:",len(Mycielski_edge_set))
80

81 # Calculation of the Sombor Index of mu_{K_m}
82 so = []
83 for edge in Mycielski_edge_set :
84 i = degree(degree_vertex ,edge [0])
85 j = degree(degree_vertex ,edge [1])
86 #print(i,j)
87 so.append(degree_radius(i,j))
88 #print(len(so))
89

90 SO = 0
91 for ele in range(0, len(so)) :
92 SO = SO + so[ele]
93

94 print("The Sombor Index for",m,"-Mycielski of K_",n,"is:",SO)

7. Conclusion

In this paper, two graph networks, viz. Sierpiński and Mycielskian graphs have been

investigated. They find widespread applications in various fields of research:

i. Sierpiński Graphs: Sierpiński graphs are fractal graphs known for their self-

similarity and recursive construction. They find applications in various fields,

including:

• Image Processing : Sierpiński graphs can be utilized in image compression

and image analysis. Due to their self-similar nature, they can be used to

generate fractal patterns that closely approximate complex images. This

technique is known as fractal image compression, and it follows for efficient

storage and transmission of images with reduced data size.

• Computer Graphics: In computer graphics, Sierpiński graphs are used to

generate visually appealing and intricate patterns, often used for back-

ground textures or a basis for procedural modeling. The recursive con-

struction of Sierpiński graphs enables the generation of complex shapes

with simple rules, making them useful for procedural content generation

in games and simulations.

• Wireless Sensor Networks: In the context of wireless sensor networks,

Sierpiński graphs have been studied for their potential use in network

topology design. The self-similar and scalable nature of Sierpiński graphs

can be leveraged to create efficient network structures, where nodes are

placed at different hierarchical levels to optimize energy consumption and

communication efficiency.

ii. Mycielskian Graphs: Mycielskian graphs are a family of graphs constructed

from an original graph . They are known for their properties related to graph

coloring and structural characteristics. Their applications include:
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• Graph Coloring : Mycielskian graphs are widely used in graph theory to

study graph coloring problems. The Mycielskian operation increases the

chromatic number of a graph while preserving some other properties. The

study of Mycielskian graphs contributes to the understanding of chromatic

numbers and the development of graph coloring algorithms.

• Network Design: Mycielskian graphs have been explored for their potential

in network design and optimization. In particular, they have been used in

the design of interconnection networks for their parallel computing systems.

The properties of Mycielskian graphs can be leveraged to create efficient

interconnection networks with desirable properties.

Sierpiński and Sierpiński-type graphs are studied in fractal theory and appear natu-

rally in diverse areas of mathematics and in several scientific fields. And as for the

Mycielskian constructions, their major strength is their ability to build large families

of graphs with a given parameter fixed and other parameters strictly growing. As

with many mathematical concepts, the application of Sierpiński graphs and Myciel-

skian graphs continues to evolve as researchers explore new possibilities and uncover

additional uses in various fields. These graphs can find potential use in mathematical

chemistry in the future.

In parallel to the development of the organization of complex networks [33], there has

been a lot of research on degree-based topological indices, which are capable of char-

acterizing network structure and dynamics with interdisciplinary applications across

mathematics, chemistry, informatics and physics [8, 11, 17]. The Sombor index (SO),

the reduced Sombor index (SOred), and the average Sombor index (SOavg) were used

to model entropy and enthalpy of vaporization of alkanes. Simple linear models that

use one of these indices as an only predictor, showed satisfactory predictive poten-

tial, indicating that this topological index may be used successfully in modelling the

thermodynamic properties of compounds. Also, it is established that compared with

the predictive capability of other degree-based indices, Sombor indices demonstrate

better predictive potential [30].

In subsections 2.2, 3.2, 3.3, 3.4 and 3.5 we provide some simple computed formulas

to give the Sombor Index of the generalized Sierpiński graph S (n,Km) and the

m-Mycielskian of some specific graphs like Kn, C2
n, Cn and Pn. It is easy to recognize

the mechanical pattern used to derive the formulas and hence we put forth the

open problem to develop a general algorithm to calculate the Sombor Index of

the generalized Sierpiński and m-Mycielskian of any graph G. The Python codes

provided in Annexures 5 and 6 serve to develop more intuition for the same. Some

novel upper and lower bounds in subsections 2.1 and 3.1, have been deduced in an

attempt to sharpen the focus on the more generalized result. In Remark 2, the

Sombor Index for the subdivided-line graph of a graph G, considered to be a further

generalization of Sierpiński-like graphs, has been derived. However, the problem to

formulate the Sombor Index of the n-iterated subdivided-line graph of G remains

open.
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Ine. Appl. 2019 (2019), Article number: 37



56 On the sombor index of Sierpiński and Mycielskian graphs
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